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As part of a comprehefisive field study designed t 9 provicie •ata to test stochastic and deterministic 
models of water flow and corltaminant transport in the va.d.o,s,e'zon e, several •rench experiments were 
performed in the semiarid region of southern New Mexico. The first tren• ch experiment is discussed by 
Wierenga et al. (this isstie). During the second trench eocpe•riment, a 1.2 m wide by 12 m long area on 
the north side of and parallel to.a 26.4 m long by 4.8 m wide by 6 m deep trench was irrigated with water 
containing tracers using A carefully controlled drip irrigation system. The irrigated.area was heavily 
instrumented with •ensiometers arid neutron probe access tubes tO monitor water m6vement, and with 
suction Samplers to monitor solute transport. Water containing tritium and bromide was, applied during 
the first 11.5 days of the study. Thereafter, water was applied without tracer• for.aft additional 64 days. 
Both water movemeht and tracer mo;•ement' were monitored-in th• sub•0il during infiltration and 
redistribution. The experimerkal results inclicat6 that water and bromide moved fairly,uniformly during 
infiltration and the bromide moved ahead of the tritium due to anibn exclusion during redistribution. 
Comparison• between mei•sui'ements and predictions made with a two:dimensional model show 
qualitative agreement for two of.ti•e three water content measdi-½merlt planes. Model predictions of 
tritium and bromide transport were not as satisfactoi'y. Measurements of both tritium and bromide 
show localized areas Of high relative concentrations and a larg6 downwar,d motioh of bromide relative 
to tritium during redistribution. While the simple deterministic model does show.larger downward 
motions for bromide than for tritium during redistribution, it does not •redict the high concentrations 
of solute observed during infiltration, noi' can it predict the heterbgeneous behavior observed for 
tritium during infiltration and for bromide during redistribution. 

INTRODUCTION 

Prediction of water• flow and chemical transport through 
unsaturated softs g&nerally require/s .the use of numerical 
models. Examples of such models include those of Ababou 
and Gelhar [19•8], Allen and Murphy [1986], Hills •t al. 
[1989a, b], Huyakorn et al. [1986a, b, 1989.], Huyakorn 
and Pinder [i983], Kahiarachchi and Parker [1987]., and van 
Genuchten [198•, 1983]. Mos• of these models /allow spa- 
tially variable s6ils .to be modeled .deterministically while 
others allow the soils to be modeled stochasticallY. While 
these models provide vb. rious levels of theoretical sophisti- 
cation, the advantages of one •nodel over a,n. other cannot be 
fully demonstrated under actual field conditions until ade- 
quate field data become available. 

The field experiment presented here is 6ne of several 
experiments being performed at the Las Cruces Trench Site 
to provide the da•a for testing determini.stic and stochastic 
flow and transport models. Other experiments performed at 
this site include site characterization experiments [Wierenga 
et al., 1988, !989, this issue], several field stale lysimeter 
experiments [Wierenga et al., 1988; Hills et al., 1989b], and 
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an earlier infiltration experiment [Wierenga et at., this is- 
sue]. Hi, re we discuss the experimental techniques used 
during the second trench experiment. Field observations of 
water, tritium, and bromide movement during infiltration 
and redistribution are, presented. In addition, comparisons 
are made b6tween the field observations and model predic- 
tions usiiag si/nple two-dimensional deterministic numerical 
models for water flow and solute transport. These simple 
models provide base cases against which more sophisticated 
deterministic and stochastic models can be tested in the 
future. 

METHODS, MATERIALS, AND THEORY 

Site Description and Characterization 
, 

A 26.4 m long by 4.8 m wide by 6.0 m deep trench was 
constructed in the undisturbed soil at the Las Cruces Trench 
Site to provide horizontal access to adjacent irrigated plots 
and to provide soil samples for soil characterization. The 
physical description, the soil morphology, and the site 
characterization experiments are discussed by Wierenga et 
al. [this issue] with additional information on site character- 
ization and parameter estimation procedures given by 
Wierenga et al. [1989]. 

2707 
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Fig. 1. Plan view of the trench face, •he •rrigated area, and the 
neutron access tubes. 

Monitoring Water Flow and Solute Transport 

Forty-three neutron access tubes, each 6 m'deep, were 
installed in and aroLmd the 1.2 m by 12 m area adjacent to the 
north side of the trench. The positioris Of •he access tubes 
with respect to the trench and the irrigated area are shown in 
Figure 1. The neutron probe was calibrated at the experi- 
mental site by gravimetriC sampling [Wierenga et a!.• 1988]. 
Neutron probe readings were taken every 4 to 5 days during 
irrigation but less often durihg redistribution. Readings were 
taken at 0.25 m depth.increrilents with a CPN 503 DR 
neutron probe (CPN Corp(•ration, Ma•inez, C•difomia). 

Tensiometers were installed through the trenbh face such 
that the porous cup of each teiasiometer was inserted 50 cm 
into the formation at an angle of 10 ø from the horizontal. The 
locations of the tensiometers are shown in Figure 2. The 
exposed ends of the tensiometers extend approximately 15 
cm into the trench. Pressures were measured through a 
septurn s/qpper at the exposed end of each ,tensiomet•i' using 
a hand-held pressure transducer (Soil Measiirement Sys- 
tems, Tucson, Arizona). The tensiometer rheasurements 
were taken every 2 to 3 days during irri•gation and less often 
during redistribution. 

Soil solutioh samplers were also installed iri a ,grid pattern 
through the trench wall in the same manner as the tensiom- 

eters (see Figure 2). Once the water front h,ad reached the 
samplers, a constant vacuum of approximately 200 mbar was 
applied to the samplers to collect soil solution samples. 
Samples were collected every 2 to 3 days during irrigation 
and less often. during redistribution. When the wetting front 
had passed a row of tensiometers, the center three tensiom- 
eters were converted to solute samplers to provide a denser 
sampling grid. These samplers are denoted as sampler/ 
tensiometers in Figure 2. 

Water Application 

Water from a nearby irrigation well was applied to the 1.2 
m by 12 m area through a closely spaced grid of drip 

emitters. A total of 40 parallel irrigation lines were u• 
Each line was 1.2 long and contained four drippers. Alter. 
hating lines were connected to two separate header pipess, 
which in turn were connected to the water supply system,, 
Water was applied twice a day (once a day to each hear• 
line) resulting in an average surface flux of 0.43 crn/d 0v•r 
the irrigated area. The irrigated area and surrounding ar• 
were covered by a reinforced 36-mil chlorinated poll. 
ethelene pond liner to inhibit evaporation from the surface 
and to prevent infiltration of rain water. 

Water application to the 1.2 m by 12 m area was startedm 
August 8, 1988. It was stopped 75.5 days later after 4721L0f 
water had been applied at a uniform rate. Tritium ..• 
bromide tracers were applied in the irrigation water du• 
the first 11.5 days of irrigation. A total of 71.95 mCi oftritim 
was added to the first 719.5 L of water, resulting in • 
applied tritium concentration of 0.1 mCi/L. Bromide was 
applied at a concentration of 939 mg/L. 

Modeling Water Flow 

To help evaluate the completeness of the data set f0r 
deterministic modeling applications, simple two-dimension• 
numerical simulations of water flow and solute transport 
were performed. The intent of these simulations was tc 
provide a base case against which more sophisticated deter. 
ministic and stochastic models can be tested in the future• 
Richards' equation for two-dimensional water flow with 
isotropic hydraulic conductivity is given by 

m +_ K + K + K = 0 O t O x •zz 

where 0 is the volumetric water content, K is the hydraulic 
conductivity, h is the tension, t is time, x is the horizontal 
position, and z is the vertical position measured downward 
Writing (1) in terms of water content gives 

D - D K = 0 
Ot Ox • Oz 
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Fig. 2. Location of tensiometers and solute samplers in trench 
wall. 
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where D is defined by TABLE 1. Initial Tensions Used for the Numerical Simulation 

While (2) is not valid across soil layers, it can be applied to 
a anfform soil. Here we use a two-dimensional extension of 
t• one-dimensional algorithm developed by Hills et al. 
[I989a]. This extension is based on the alternating direction 
im•icit method and is used to model water flow in a uniform 
sc41. The details of this algorithm are presented in the 
appendix. We will present an extension of this algorithm to 
heterogeneous soils in a later paper. 

The initial and boundary conditions on water content are 
taken to be 

O(x, Z, 0)-- 0init(Z)-- O(hinit(Z)) , (4a) 

K Depth. cm h, cm H20 
D-- . (3) 

dO/dh 25 143.9 
75 i70.2 

100 249.3 
150 215.5 

210 28,860 
285 36,980 
360 47,090 
435 48,020 
510 53,300 
585 56,330 
660 64,940 

= 0.43 cm/d (4b) 
z=0 

-0.61 m-< x-< 0.61 m; t-< 75.5 days; 

z=0 

= 0 otherwise 

z=b 

= 0.0, (4c) 

= 0.0, (4d) 
oo 

D• 
Ox 

= 0.0, (4e) 
00 

D w 
Ox 

where a and b are sufficiently large, and the initial water 
contents sufficiently small so that significant water move- 
ment does not occur normal to these boundaries during the 
simulation. Values of a = 5.0 m and b = 6.0 m were 

'adequate for 300 days of simulation. Van Genuchten's water 
retention and unsaturated hydraulic conductivity models 
[ran Genuchten, 1980] are used for the present simulations: 

O-Or 1 
S• = • = (5) 

O s - O r [1 + (ah)n] m' 

1 
m = 1--, (6) 

where 0, Or, and Os are the volumetric water content, 
residual water content, and saturated water content, respec- 
tively, a and n are parameters that affect the shape of the 
retention curve, and h is tension. Given estimates of the 
parameters in (5) and an effective value for the saturated 
hydraulic conductivity, the unsaturated hydraulic conductiv- 
ity can be modeled by [van Genuchten, 1980] 

K = KsS 1/2[ 1 - (1 - S l/m) rn] 2 (7) e t e ' 

Estimates for the parameters that appear in (5) and (7) are 
discussed by Wierenga et al. [this issue] for both a uniform 
."•d a layered soil model for the Las Cruces Trench Site. 

For z < 1.5 m, tensiometers measurements were used; for z > 1.5 
m, psychrometer measurements were used. 

Here we use the uniform soil model parameters. These are 
given by 

=0.3209 0 =00828 a =005501 cm -1 5 , F ß , ' • 

n = 1.5093, K s = 270.1 cndd 

The initial water content 0init(z) for the model is deter- 
mined from the water retention model and observed initial 

tensions. The upper 1.5 m of the soil was initially wet enough 
to be in the tensiometer range (h < 500 cm). These high 
near-surface water contents were due to heavy rainfall in the 
weeks prior to covering the experimental plot. To obtain a 
depth dependent model for initial tension, averages of all the 
tensions obtained from tensiometers at similar depths down 
to 1.5 m were taken. The tensions from tensiometers in- 

stalled through the trench face (Figure 2) and from tensjoin- 
er<rs installed vertically through the surface of the irrigated 
area were used to obtain the averages. Specifically, the 
readings from eight tensiometers at 0.25 m, five tensiometers 
at 0.75 m, four tensiometers at 1.0 m, and six tensiometers at 
1.5 m depth were averaged. Since only two good readings 
were obtained at a depth of 0.5 m, an average value for this 
depth was not included in the initial tension model. These 
measurements were taken on day 1, which was the first day 
that readings were available after the plot was fully covered. 
The initial tensions were too high to be in the tensiometer 
range for depths greater than 1.5 m. Initial field tensions for 
depths greater than 1.5 m were obtained from soil samples 
using a thermocouple psychrometer (Decagon Devices, Inc., 
Pullman, Washington). Seven samples were taken from each 
of seven depths (ranging from 2.1 to 6.6 m) and the resulting 
initial tensions averaged. These samples were collected 
during the installation of the neutron probe access tubes 
along the centerline of the irrigated area. The resulting 
average tension versus depth data are shown in Table 1. For 
simulation purposes, an initial tension of 143.9 cm H20 was 
used for depths less than 25 cm. Linear interpolation was 
used to estimate the initial tensions at intermediate depths. 

Solute Transport 

To model the transport of tritium and bromide, the con- 
vection/dispersion equation is used with the assumption that 
the dispersivity is homogeneous and isotropic and that the 
solute is nonreactive and nondecaying. Neglecting the radio- 
active decay of tritium results in only a !% error in concen- 
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tration on day 71 and a 4% error on day 277 due to tritium's 
half-life of 12.26 years. The governing partial differential 
equation is given by 

ot oz) (8) 

where R is the retardation factor, Ds is the dispersion 
coefficient, qx and qz are the Darcian fluxes and x and z are 
coordinate directions. A normalized or relative concentra- 
tion is used for c where the normalization constant is the 
average concentration applied during the first 11.5 days of 
the experiment. The normalized or relative concentration for 
the solute applied at the surface is thus unity. The x and z 
components of the Darcian fluxes are given by 

Oh O0 
qx = K- = -D -- (9a) 

Ox ax 

Oh O0 
qz = K + K m= K- D • (9b) 

Oz Oz 

where h represents tension. The dispersion coefficient, Ds 
(the subscript s is used to distinguish the dispersion coeffi- 
cient from the hydraulic diffusivity, D), is given by 

-- ODm + Iql 0) 

where D ra is the molecular dispersion coefficient, e is the 
dispersivity, and Iql is the magnitude of the Darcian flux. 
Here the dispersivity and molecular dispersion coefficient 
are assumed to be homogeneous and isotropic, leading to a 
dispersion coefficient that is a scalar. Field dispersivity 
values typically range up to 10 cm or more [Nielsen et al., 
1986]. Since the dispersivity has not been determined for the 
trench experiment, we somewhat arbitrarily choose e = 5 
cm. The molecular diffusion D m was assumed to be 1.0 
cm2/d. The relatively low value for e is typical of the soils at 
the Las Cruces Trench Site and results in transport that is 
dominated by convection rather than dispersion. Retarda- 
tion factors of 1.0 for tritium and 0.84 for bromide were used. 
The low retardation factor for bromide is based on studies 

with laboratory columns and field lysimeters filled with 
topsoil removed from the area surrounding the trench site. 
No attempt was made to "calibrate" the model by choosing 
other values for the dispersivity or the retardation factor. 

The initial concentration was taken to be zero. Zero fluxes 

on the lateral and lower boundaries and a constant flux on 

the upper boundary were specified. The initial and boundary 
conditions for the relative concentration c(x, z, t) are given 
by 

c(x, z, 0) = 0.0 (11a) 

qzc - OD s 
z=0 

= 0.43 cm/d (1 lb) 

-0.61 m < x-< 0.61 m; t-< 11.5 days; 

( qz c - OD s 
z=0 

= 0 otherwise. 

qz c - OD s 
z=b 

{1Ict 

qxc - OD s = 0.0, (11d• 

qxc - OD s (11el 

Again, the a and b must be taken to be sufficiently large so 
that the wetting and solute fronts do not interact with the 
boundaries during the numerical simulation. Note that the 
normalized concentration of the solute applied to the surface 
is unity and dimensionless. Thus the right-hand side of(llb• 
has the units of centimeters per day. 

The solutions to (10) and (11) were approximated through 
the use of an alternating direction implicit finite difference 
algorithm. The convective terms were handled explicitly 
using center differences. The grid size was taken to be 
sufficiently small so that the convective terms did not lead to 
stability problems. During each time step, Richards' equa- 
tion was solved, the water contents and Darcian fluxes were 
evaluated, and then the transport equation was solved, 
Details of the finite difference approximations are provided 
in the appendix. 

Implementation of the Numerical Algorithms 

The water flow and transport algorithms were imple- 
mented in VAX FORTRAN using double-precision arith- 
metic. The water flow algorithm was validated by comparing 
algorithm predictions against those obtained from other 
one-dimensional water content and head-based water fl0w 

algorithms [Hills et al., 1989a]. Separate horizontal an• 
vertical water flow numerical experiments were perfomed 
to validate the two-dimensional algorithm along both coor- 
dinate directions. Mass balance errors were also calculated 
and found to be within machine precision. 

The transport algorithm was validated against one- 
dimensional analytical solutions of the transport equation (in 
both directions) using various boundary and initial condi- 
tions. The solute mass balance errors were calculated and 
also found to be within machine precision. 

A 6 m deep by 10.1666 m wide model domain was used. 
Symmetry was assumed along the vertical centerline of the 
irrigated area to reduce the computational domain to a 6 rn 
deep by 5.0833 m wide area. The grid and time step sizes 
used for all numerical simulations were zXx = 0.050833 m. 
Ay = 0.05 m and At = 0.5 days. A value of 0.050833 for• 
was used to insure that the irrigation width (1.22 m) could be 
represented by an integer number of zXx intervals. To check 
convergence and the effect of numerical diffusion/dispersion, 
contour plots of water flow and solute transport on days 71 
and 277 were compared to those obtained when the time and 
spatial step sizes were halved. The differences between the 
fine grid and coarse grid contours were found to be insignif- 
icant. 

Here we use contour plots to compare model predictions 
to field observations. Since the resulting contours can be 
very sensitive to density of the sampling grid used to 
generate the contours, model predictions were sampled on a 
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Observation Prediction 
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Fig. 3. Observed and modeled initial water contents: y = 2 m. 
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grid with the same density as the corresponding field obser- 
vations. This grid is much coarser than the finite difference 
grid (the full finite difference grid was used to check conver- 
gence). For example, the model predictions were sampled on 
a grid with a horizontal increment of I m and a vertical 
increment of 0.25 m. This is the same sampling grid as was 
used for the neutron probe measurements. A 0.25 m by 0.25 
m contour grid was used for the solute predictions. Due to 
the irregular nature of the measurement sampling grid (see 
Figure 2), weighted averages of all measurements made 
gitbin two grid cells of a grid node were used to estimate the 
nodal ¾alue of concentration. Inverse distance squared 
•eighting was used. The axis tick marks shown in the figures 
represent the intersection of the contour grid with the 
•ertical and horizontal axes. Once the nodal values for water 

content and relative concentration were determined, Wingz 
•Informix Software, Inc., Lenexa, Kansas) was used to 
_enerate the contour plots. Wingz is a Macintosh-based 
•preadsheet and uses B splines to generate smooth contour 
surfaces. 

DISCUSSION OF RESULTS 

Figures 3 and 4 show the water contents as measured in 
vertical planes 2 m, 6 m, and 10 m from the trench wall (see 
Figure 1) on day 1. The vertical axis in each contour plot 
represents depth in meters and the horizontal axis represents 
horizontal distance in meters from the irrigation area center- 
line. Contours were not shown for depths less than 0.25 m 
since no measurements were made at these depths. To 
facilitate the comparison, the initial water contents for the 
model are presented together with the observed water con- 
tents for the y = 2 m platte. The y = 2 m plane is closest to 
the plane of solute samplers (y = 0.5 m) and to the plane 
from which the soil samples were taken for characterization 
(y = -0.5 m). Day I represents the first day that measure- 
ments were taken after the plot was covered. As a result of 
significant rainfall and the lack of a cover on previous days, 
the day 1 observations represent the best estimate of the 
initial conditions that existed prior to the controlled applica- 
tion of the water and solute. Figures 3 and 4 illustrate the 

Observation Observation 
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Fig. 4. Observed initial water contents: (left) y = 6 m and (right) y = !0 m. 
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Observation Prediction 
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Fig. 5. Observed and predicted water contents on day 71' y = 2 m. 
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presence of spatial variability in the observed water contents 
with strong indications of layering. The day I volumetric 
water contents range from less than 0.04 cm3/cm 3 to greater 
than 0.16 cm3/cm 3 with wetter conditions occurring near the 
surface at y = 6 m. In contrast, the initial water content 
distribution for the finite difference simulation (see Figure 3), 
which is based on a simple depth dependent tension model 
(Table 1), shows no variation in the y direction. Also, the 
high initial water contents (•0.08 cm3/cm 3 throughout and 
•0.16 cm3/cm 3 near the surface) suggest that the uniform 
soil retention model overpredicts the water contents at the 
initial tensions used, especially at intermediate depths where 
the observed initial water contents range from 0.04 to 0.08 
cm3/cm 3 . 

Comparisons between observed and predicted water con- 
tents and the changes in water contents on day 71 for the 
y = 2 m plane are presented in Figures 5 and 6, respectively. 
The observed changes in water content are the differences 
between the water contents measured on day 71 and those 
measured on day 1. The predicted changes in water content 
are the differences between the predicted water contents on 

day 71 and the initial water contents for the model. The 
change in water contents are plotted because they better 
illustrate movement of water than do absolute water con- 
tents. Also, the observed changes show less effect of spati-! 
variability and are somewhat easier to interpret. The •ater 
content changes for the observation planes at 3' - 6 m and I0 
m are shown in Figure 7. As Figures 6 and 7 illustrate, tne 
water moves in a fairly uniform fashion for all three plane, during the first 71 days of infiltration. More spreading occur• 

in the y = 6 m plane than in the other planes. After 71 da.• 
of water application, the contours suggest that the leadir• 
edge of the wetting front has generally moved downward to 
a depth of 2-2.5 m while it has moved laterally from eac, 
edge of the irrigated zone by 1-2 m. Overall, the leadin3 
edges of the predicted water content differences show a•er- 
age vertical movements that agree qualitatively with tkc 
observations made in the three planes. Comparisons of the 
predicted and observed lateral spreading show less agree- 
ment and show more sensitivity to the effects of spatL 
variability. The large degree of lateral spreading demon- 
strated in the numerical predictions (Figure 6) suggests tha' 

Observation Prediction 
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Fig. 6. Changes in observed and predicted water contents on day 71' y = 2 rn. 
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Observation Observation 
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Fig. 7. Changes in observed water contents on day 71' (left) y = 6 m and (right) y = 10 m. 
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-e tension gradient rather than gravity is the dominant 
driving force at the low flow rates present. There is little 
wo•ement of water during the first 71 days at depths greater 
,-an 3 m. However, very small differences in the measured 
ater contents can result in negative changes in the water 

contents at these depths. These small changes may be due to 
ater movement or simply due to random error in the 

neutron probe measurements. Most of the spatial vafiation 
'• the change in water contents shown below the wetting 
•r0nt in Figures 6 and 7 is a result of these very small 
Jfferences. 

The observed and predicted relative tritium and bromide 
concentrations on day 71 in the y - 0.5 m plane are shown 
in Figures 8 and 9. Note that the tritium and bromide fronts 
L• far behind the water front (note that different scales are 
used for Figures 6 and 8). Displacement of the initial water in 
t% soil profile causes this lag. Also note that the predicted 
bromide front moves slightly faster than the predicted tri- 
tium front (Figures 8 and 9). This is a result of the lower 
retardation factor due to artion exclusion for bromide. In 

contrast to the day 71 model predictions, this effect is not 
readib apparent in the day 71 observations. The 0.05 con- 
•0urs for the model predictions and the field observations for 
both tritium and bromide tend to show qualitatively similar 
0•nward and lateral motions of the solute front. However, 

the observed relative peak concentration of tritium is much 
higher than the predicted peak concentrations at I m depth 
and 0.5 m to the right of the centerline. The observed day 71 
relative bromide concentrations also are higher than model 
predictions at 1 m depth but do not display as strong a net 
horizontal motion. 

Figures 10 and 11 show the observed and predicted 
changes in water contents for day 276. Since water applica- 
tion stopped on day 75.5, day 276 represents 200.5 days of 
redistribution. Note that the observations show an bverall 

downward movement of water with a fightward net motion 
in water content for the y = 2 m plane. This net horizontal 
motion is greater after 200 days of redistribution for the y = 
2 m plane than after the 71 days of infiltration. The obser- 
vations show that the model underpredicts the maximum 
depth of the leading edge of the wetting front (defined here as 
the 0.02 contour) for the v -- 2 m case and overpredicts the 
wetting front location for the y = 10 m case for day 276. The 
comparison improves for the y = 6 m case. However, it is 
clear that the deterministic model used here cannot accu- 

rately predict point values for water content due to spatial 
variation in field hydraulic properties since this variation is 
not accounted for in the model. 

The relative tritium and bromide concentration profiles for 
day 277 (no solute samples were taken on day 276) are shown 

Observation Prediction 
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Fig. 8. Observed and predicted relative tritium concentrations on day 71' y --- 0.5 m. 
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Observation Prediction 
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Fig. 9. Observed and predicted relative bromide concentrations on day 71' y = 0.5 m. 

in Figures 12 and 13. Comparing Figures 8 and 9 with Figures 
12 and 13 suggests that tritium moves little during the 201.5 
days of redistribution. In contrast, the bromide shows sig- 
nificant downward and rightward motion during the same 
period. A possible explanation for this contrasting behavior 
is that the effect of anion exclusion forces the bromide closer 

to the leading edge of the water front where most of the 
redistribution occurs. As a result, the transport of bromide 
appears to be correlated to the higher day 276 water content 
changes and the lower day 1 water contents which exist 
toward the right as illustrated in Figures 10 and 3. The model 
predictions show a downward motion of tritium during 
redistribution, suggesting an overprediction of water move- 
ment due to gravity at depths around I m or suggesting that 
some other physical mechanism is present in the soil which 
is retarding the motion of tritium. Comparisons between 
model predictions and the measured relative bromide con- 
centrations show similar depths of penetration for the tracer 
fronts but significant differences in lateral motion. Bromide 
shows a larger net movement to the right than does tritium 
after 201.5 days of redistribution. This is in contrast to the 
day 71 results. However, it should be noted that Figure 13 is 
somewhat incomplete in that many solution samplers failed 
to operate to the left of x = 0.5 m because the soil water 
content was too low. 

Considering the simplistic nature of the water flow mode 
the model was surprisingly good at predicting water 
during the 75 days of infiltration for all three planes .-• 
during the subsequent 200 days of redistribution for two of 
the three neutron probe measurement planes. 
there were large discrepancies between prediction and 
servation for the y = 2 m plane during redistribution due 
lateral heterogeneities in the soil. These heterogeneitie, 
were apparent in both the day 1 and day 276 observation, 

Bromide showed a similar nonhomogeneous behavi0. 
during redistribution. This is not surprising considering 
the solute sampling plane (y = 0.5 m) is close to the r = 
m neutron probe plane. The significant differences in the 
observed motion of tritium and bromide are sui-prist-.•. 
Although they were applied together, tritium sho•ed 
stronger nonhomogeneous motion during infiltration k 
little motion during redistribution. In contrast, br0rr,. 
showed a fairly homogeneous motion during infiltration but 
highly nonhomogeneous motion during redistribution. TK 
simple uniform soil transport model cannot predict th', 
heterogeneous behavior. 

CONCLUSIONS 

To further develop a data base on water flow and s01at. 
transport in spatially variable soils for model validation. 

Observation Prediction 
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Fig. 10. Changes in observed and predicted water contents on day 276: y -- 2 m. 
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Fig. 11. Changes in observed water contents on day '•76: (left) y = 6 m and (right) v = 10 m. 
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trench experiment was performed at an arid site in southern 
,ew Mexico. An experimental plot was irrigated in a con- 
trolled fashion and the movement of water and several 

tracers was monitored over several two-dimensional grids 
through the use of neutron probes, tensiometers, and solu- 
tion samplers. The data are of sufficient detail so the three- 
dimensional movement of water and the two-dimensional 
movement of solute can be monitored. 

Despite the large variations in saturated hydraulic conduc- 
tkities reported by Wierenga et al. [1989, this issue] for the 
k s Cruces Trench Site, the movement of water and bro- 

mide during the first 71 days of infiltration appears to be 
fairl.• homogeneous. In contrast, highly concentrated areas 
of tritium exist on one side of the irrigated area on day 71. 
After 201 days of redistribution there appears to be little 
motion of tritium, but significant heterogeneous motion of 
bromide. The water in the plane nearest to the solute 
*amplers also moves in a similarly heterogeneous fashion 
during redistribution. In all cases, the leading edge of the 
solute front moves much slower than the leading edge of the 
•ater front due to the displacement of initial water in the soil 
profile. The effects of spatial variability on water flow appear 
to be more dominant in the 3' = 2 m plane than in the 3' = 6 
T. and 10 m planes. Because of this, it is not clear whether 

solute transport in the 3' = 6 m and l0 m planes would show 
a similarly heterogeneous behavior. 

To test the completeness of the experimental results for 
modeling, a simple uniform soil, two-dimensional model for 
water flow and transport was implemented. Comparisons 
between the predicted changes in water content and the 
measured changes in water content show qualitative agree- 
ment for the vertical movement of the leading edge of the 
water plume after 71 days of infiltration for all three neutron 
probe planes. In contrast, qualitative comparisons between 
the observed and predicted plume widths for the three 
measurement planes show less satisfactory agreement and 
show an increased sensitivity to the effect of spatial variabil- 
ity. After 200 days of redistribution, fair agreement in the 
overall plume motion is demonstrated in the y = 6 m and 10 
m planes but poor agreement is shown in the 3' - 2 m plane. 
Comparisons between the predicted and observed behavior 
of tritium and bromide show less satisfactory results. Model 
predictions of bromide transport were better during the 
initial 71 days of infiltration than they were after 200 days of 
redistribution. Model predictions for the motion of tritium 
were generally poor. As for the case of water flow, the 
increased effect of the spatial variability near the trench face 
during redistribution appears to be the primary reason for 

Observation Prediction 
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Fig. 12. Observed and predicted relative tritium concentrations on day 277: v = 0.5 m. 
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Observation Prediction 
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Fig. 13. Observed and predicted relative bromide concentrations on day 277: y = 0.5 m. 

the larger discrepancies between predicted and observed 
solute movement. 

APPENDIX 

The following noniterative alternating direction implicit 
finite difference approximation is used to solve for water 
contents at time t "+ • given the water contents at time t" (see 
(2)): 

0•,•- 0•,• 
At/2 - o in, D •+ i/2,k Ax 

-- D •_ i,•- O i-•,• •/2,k Ax 

1 ( O* - O* n i.k + I i.k 
+ • D i,k + •/2 

Az Az 

O* * ) n i.k-- Oi.k_ 1. 
- Di,k- 1/2 AZ 

Ki•k _ n + 1/2 gi.k- 1/2 
(A1) 

for the first half of the time step and 

on + 1 (D on + 1 n + 1 i,• - O* - i,t, 1 i + l.k 0 i.k 
At/2 Ax i + l/2,k 

on+ l n+l - D f_ i,• - O i-i,• l/2.k AX 

1 ( 0•',k -- 0* + • o,n,k + 1/2 + I i,k 
Az Az 

O* * ) n i.k-- Oi.k_ 1 
-- D i,k - 1/2 

K" - K n i,k q- 1/2 i,k- 1/2 

AZ 
(A2) 

for the second half of the time step. In the above equations, 
i and k represent the node number in the x and z directions, 

respectively. The grid points are centered in each of th. 
mesh grid volumes. The nodes represent volume average, 
rather than intersections of the grid mesh. This nodal schem: 
simplifies the numerical conservation of mass. The inter.<d 
values for the properties are given by simple averages, i.e 

D// t/ i + 1 ,k + Di,k 
D n - i + l/2.k -- 2 {A3 

Di,k + I + Di,k 
O n -- i.k + 1/2 -- 2 {A. 

K in, k n + I + Ki,k 
+ 1/2 -- 2 

Note that the use of (A5) in (A1) and (A2) is equivalent to 
using center differences for the gravity-induced convective 
term. Note also that the properties are evaluated at the 0i 
time step and no subiterations are performed. A tridiagon 
solver is used during each half time step to first sol• 
implicitly for the 0•,e along the y direction and then for th 
on+ 1 i,• along the x direction. Flux boundary conditiom are 
modeled in the usual fashion through the use of imaginal. 
nodes so that second-order accuracy can be maintaine• 
After the water content is updated to the next time step, the 
Darcian fluxes are evaluated using 

O n n i,1+ I n+! i+ l.k -- O i.k q- O i+ 1./, - O i.k 
* = -D•+ q xi + 112,k 2Ax 

0•',• - 0* +1 i.k q* = K•,• - D•, k Zi,k+ 1/2 + 1/2 + 1/2 AX 

Note that the x direction fluxes are evaluated using 
average of the n and the n + 1 time step fluxes whereas th 
z direction fluxes use the intermediate time step ftuxe• 
Evaluating fluxes in this fashion is required if the 
fluxes used in the solute transport equation are to be 
equivalent to the water transported as calculated from (All 
and (A2). Once the water fluxes are evaluated, the salt:re 
transport (see (8)) is updated by the following alternatin 
direction implicit scheme' 
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i,k t2 i,k O i,kC i,k 
R'---• At/2 Ax 

c•+ 1,k -- Ci,k 
(0 ?+ 

-- { 0 ?- 1/2,k o s;_ ,,'2.t) Ci,k • Ci- 1,k.) 
Ax 

-- * c• 1/2,k ß c•+ 1/2,k q x i q X, q. 1/2,/, - 
Ax 

+ AZ (0 •,k 1/2D n v2 ) i,k si'• + AZ 

- ( 0 •,lc - 1/2 D s;,•_ c c 
Az 

, n , C n q zi, • + t,•2Ci,k + 1/2 -- q :i.t- •2 i,k - 1/2 
AZ 

for the first half of the time step and 

Oin,; l-n+ l * C* C i, k -- 0 i,k i,k 
At/2 

n+! n+l 1 Ci+ l,k-- Ci,k 
Ax { 0 •+ I/2,kD sni + •,,2.•) Ax 

n+l Ci,k -- Ci- I k 

- (0 r- 1/2,k osni_ m.,) AX 

q•, c .n _ ß + •2.• t + 1/2,k q x, _ •/2.kCi - l/2,k 
•X 

(A8) 

1 ( c}!c+•-c* • + 1/2 Ds,,• + .. AZ 

I/2 D s,,k- 1 ',) Az 

q, n - * C i,k - I/2 z,,k • i,,C i,k + 1/2 q zi,• •2 . - 

AZ 

for the second half of the time step where 

0•+ . •,• + 0•,• 
07. •/2,• = 2 

(A9) 

(AlO) 

0•, k + O* + 1 i,k 
O* -- i,k + 1/2 -- (A11) 

2 

I! 

c•+ 1,k if' Ci,k 
" = (A12) C i + 1/2 ,k 2 

Ci,k + 1 + Ci,k 
C n = (A13) i,k + 1/2 2 

The water content-dispersion coefficient product is evalu- 
ated using 

* D n = 0•'+ •/2,I•D m + elq?+ (A14) 

0 ?,!,. n = 0 }** 1/2,I•D m + e [q * + I/2Ds,.i,,: i,k * 1/2[ (A15) 
where 

[q7+ * )'+ [(q* +q* +q* 

+ q, , )/4]2} •/2 (A16) 

I I {[{ * ß + q•,• * + + 1/2 = qx,+i/a,t,+t -•:,t•+• +1/2,/• 

, m.•)/412 + (q, •,,)2}1/2 (A17) q- qxi_ Z,.t,+ ,• 

As for the finite difference approximation to Richards' 
equation, the boundary fluxes on solutes are implemented 
through the use of imaginary nodes to preserve second-order 
accuracy on the finite difference approximations. 
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